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Marit explains the ETHNA system.
Marit: What does RRI mean to you?
In Rogers view, RRI is a continuation of previous efforts to make science and technology more reflexive. There is a historical context to it, which goes back to world war II and Hiroshima Nagasaki. 
RRI as concept is also a technocratic-political construct, the result partly of a handful of individuals in and around the EU administration lobbying to realize a vision of a more democratic science and technology, contributing to creating socially desirable technologies, for the public good. 
RRI thus understood is premised on an understanding of science as socially constructed, which consequently is not objective, and which can be, if not directed, then nudged in a desirable direction; an understanding of the sciences which is far from shared by everyone in the scientific community. That in itself makes realizing RRI as research policy difficult, to say the least. 
People central to the RRI field are not social-constructive determinists. However, there is a great deal of idealism in this field, and many people who, in order to make RRI happen, talk about that it is possible to make it happen, and in so doing they are also making it happen, to a certain degree. Witness the Norwegian Research Council. It is a form of speech act. 
Roger points out that RRI as concept is contested in the EU system, and that the current leadership of DG research and innovation is not enthusiastic about it.
Marit: How would you describe “governance” in the context of research and innovation? 
The concept of governance is very broad. The EU Commission’s conception of it is that of new public management, in the sense that it applies a top-down mode of governing by objectives, target figures and indicators. This mode of governance does not work very well for the purpose of achieving RRI. Both because RRI ends up as a tic-box exercise (due to the operationalization of RRI in the form of the six keys), and because a top-down approach increases the resistance against RRI among researchers. 
RRI can be understood as an attempt to bring together four different traditions, each in its own way focusing on the non-economic aspects of science (ethics assessment, technology assessment, public assessment, and the feminist critique of science). When this was to be implemented, and one was to start thinking about management around it, the expert group led by Roger Strand was created. The aim was to propose management that took in more of the insights from STS and philosophy. At the same time, a tender was announced for a more technocratic variant of the same exercise, and it became the MORRI project.

Quote #1 
“The specifications of the tender set for the MORRI project resulted in numerical indicators (number of open access articles, number of women in research projects, number of ethics committees, etc.), which were meant to say something about who was ‘best’ at RRI, in the EU. This is a form of top-down governance that everyone knows does not work”.
To Roger’s understanding, it seems that now, with the SWAFS-projects, via the tic-box exercises, RRI is becoming something else. There is something open-ended about it. The conceptually heavy definitions of RRI do not seem so influential anymore. There is a new generation of scholars doing RRI now, who come from other disciplines than STS, ethics and philosophy. What they are doing may seem superficial, but perhaps what they are doing is implementable. It is interesting to see what they get out of, for instance, arranging a stakeholder workshop. 
Quote #2: 
“What happens when you just introduce a little mess into the research and innovation activities? Perhaps all the big plans on how to introduce RRI and what to achieve, maybe they never work? Perhaps RRI at its best is an opportunity to introduce some noise and disorder into the research and innovation processes, which allows some researchers to open their eyes, perhaps slow down the thinking a bit, perhaps question some things they take for granted”.
Rogers explains that Rene von Schomberg’s understanding of governance was based on the concept of governance used in the White Paper on Governance, as well as the EU Commission’s recommendation on a code of conduct for nanotechnology, which was a direct predecessor to RRI. In this latter document, the concept of self-governance is central. It is a concept that is deeply rooted in a German intellectual tradition of responsibility and accountability (Hans Jonas). However, in Rogers’s view the idea of self-governance would be very difficult to implement inside the EU Commission, because it is not compatible with the logic it runs by. 
Quote #3: 
"But when you look at the good examples [of RRI], then maybe the good examples are exactly where there is self-governance, where there is someone who wants something, and does something."
Marit: Network-based approaches to governance is a mode of governance that seems to make sense, given the network-characteristics of R&I networks. What would network-based approaches to governance imply in practice? 
The expert report led by Roger Strand emphasizes the importance of network-governance. This is taken from lessons learned in the EU- project SIAMPI, led by Jack Spaapen from the Netherlands. In Rogers’s view, what has happened in the Netherlands in this field can to a great extent be credited to Spaapen. 
Quote #4: “Network thinking, which really is … we can just as well call it a bottom-up understanding of governance, and an understanding of governance that is informal”.
Marit: If R&I networks are to take up RRI as an integral part of the research and innovation process, how can it best be encouraged and facilitated at institutional, or structural, level?  

value mobilization?
financial and other incentives?
other measures?
Roger points out that the reward system can be changed, at system level.  But the question is, when to use carrot, and when to use a whip, and that is a classic question in all forms of governing.
In Roger’s opinion, Researchers rightly recognize part of RRI management as a form of New Public Management. And the moment they recognize it as that, the didactic task of bringing about a change of attitude, or value mobilization, becomes difficult. It is associated with reporting obligations; tasks that come in addition to what they find interesting, which is their own research. This resistance becomes particularly apparent when the performance indicators in the system are meaningless.
Roger explains that performance on the RRI keys are measured using quantitative indicators. But, in Roger’s view, the things that are easy to count do not necessarily yield relevant data. The underlying intentions of RRI, such as that of strengthening deliberative processes in R&I, tend to be pushed to the sideline because they are not so easy to count and implement in such a system.

Quote #5: 
«All the criteria for success must come from the actors themselves, because otherwise they do not own it, which will make them feel compelled. One can have RRI indicators, but people have to define them themselves».
Quote #6
“There should perhaps be room to differentiate requirements for RRI depending on the project in question and what is at stake, rather than aiming for a one size fits all. Requiring an RRI component that covers all the keys, in all research projects, may not be the way to go”.

Quote #7
 “It's a paradox here. The requirement for RRI are at the strongest in biotechnology and nanotechnology, and that has a… historical reason, it is due to the prehistory with the consequences related to genetically modified food. At the same time, these research fields are often where RRI makes the least sense for researchers. [For example] let's take a nanoscientist ... he is going to make the crystal structure of some protein. Should he run a stakeholder workshop related to it? It is often so far from a context where ordinary people have much to say ».

Quote #7 
"Basic research is hit hardest [by RRI requirements]… and it is linked to these historical controversies, linked to the atomic bomb… [But] do you think things would have looked different if Einstein had run a stakeholder workshop?"

Quote #8
What they are doing in the SWAFS14 projects suggests that “one should to a greater extent link RRI to practical innovation projects… when you have these contexts… nursing home research, patient research… design of better recycling systems for waste, eco-design… it is closer to the lifeworld in a way”.
Marit: How can one avoid a situation where in practice you leave RRI to the individual researcher, who spends time on different coping strategies to meet the requirements for RRI from management or funding institutions?

Quote #9 
"This thing about self-governance sounds very nice. But it also means that you dump responsibility on the individual … (Refers to Ulrich Bech) … Deans and rectors must understand that if RRI is to be done, it is not just something researchers and the Norwegian Research Council do; they must also be involved. They have to take responsibility for unpopular decisions»
Marit: A possible solution to the problem of 'individualization' of RRI is to introduce a so-called 'meta’-governance system, which has been introduced in the governance literature as an intermediary between traditional, hierarchical forms of governance and market-based forms of governance where the actors are largely self-regulating.  
In Roger’s view there are two types of self-governance: at the lowest level, where the researchers come together and define through deliberation what they think is good, in the sense of valuable; other times self-governance must take place at system level, e.g. by making rules for who the researchers can collaborate with.
Maybe it's better to talk about “multi-level governance”.
Marit: In your opinion, what would characterize an 'exemplary' meta-governance system in the RRI context?
Roger reflects around what it takes to realize RRI, and what it is possible to influence: 
First of all, it may be a good idea to differentiate between the research and innovation projects that are closer to the lifeworld, on the one hand, and basic research, on the other. In Roger’s opinion it is possible to influence in the direction of RRI in the former type of research, and in innovation. But 

Quote 10:
“It has to be voluntary. If you force it on them, it just becomes nonsense." There is a lot you can achieve when the researchers want to do this themselves.
Second, as Roger sees it, the RRI work needs to focus on the research recruits, since “we can shape them. But we must protect them so that their desire to pursue these things is not shattered by the structures”.

Quote #11 with reference to science education in Centre for Digital Life:
 “what really works well is doctoral courses in RRI, which we actually do as a course in science and ethics, where the students are pushed to do something themselves in their projects, it seems to be a winner”.
With respect to integrating RRI into teaching, Roger argues that it is important to use concrete cases to demonstrate what is at stake, and what RRI would entail in practice, to encourage ethical deliberation. You do not have to think “RRI” … you can rather ask what is at stake here, and you can have an ethical deliberation around what is at stake. RRI pops up with different names. It may be called different things, but it introduces a little unrest, opportunity for reflection …
And third, some topics need to be raised at the strategic level. For example, questions about who we as an institution should cooperate with and not. Universities must make a choice.
Marit: Who do you propose I talk to next, to illuminate these questions further
No direct answer to the question, but names mentioned during the interview include: Elisabeth Gulbrandsen and Helge Rønning at the Norwegian Research Council; Jack Spaapen, project leader SIAMPI, the Netherlands.  
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